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Abstract— Class imbalanced data is a condition that the number of observations in one class is much greater than the other class. SMOTE 
method was known as a pioneer in dealing with balanced data issues. One of the methods which inspired by SMOTE is safe-level SMOTE. 
This study examines the safe-level SMOTE method by applying it to the various types of simulation data which built on the proportion of data 
imbalances, the number of nearest neighbors, and the position of minority to the majority data on the scatter plot diagram. There were three 
basic positions of minority to the majority data, such as separated, intersected, and overlaid. The research conclusions were obtained based 
on paired t-test for F-measure which generated by the prediction process using radial basis kernel SVM. The results showed that in the some 
kind of unpartitioned minority class instances, such as intersected and overlaid, safe-level SMOTE had a better performance than SMOTE 
method generally. In contrast, when the minority class instances were separated to the majority class then the both methods had a same per-
formance. In the case of partitioned minority class instances, when the the greater proportion of minority class instances were positioned to be 
intersected or overlaid to the majority class instances, safe-level SMOTE method showed a better performance than SMOTE method. When 
the greater proportion of minority class instances were positioned separatedly to the majority class instances then the decisions to accept H0 
were increasing. 

 

Index Terms— unbalanced data, SMOTE, Safe-level SMOTE, Support Vector Machine, F-measure 

——————————      —————————— 

1 INTRODUCTION                                                                     

ata mining is a series of processes to reveal the hidden 
information in a large data sets. The information was 
obtained by extracting and recognizing a pattern of 

data which contained in it [7].  The application of data mining  
has  been used in many fields, such as Customer Relationship 
Management (CRM), fraud detection of credit card, prevention 
of terrorism, and others. One method of the data mining is 
predictive method,  the process of summarizing and grouping 
the data with the respon variable. It is the most applicable and 
profitable method. Classification is one technique that is used 
in predictive method [8]. 

 The problems of classification had been learned by data 
mining and machine learning communities in various fields, 
such as text, multimedia, social network, and biology. Classifi-
cation is a diverse topic and the algorithms used in it was very 
depend on data domain and problem scenario. That is why the 
problems that may be found are more diverse [1]. One  impor-
tant issue that being studied by researcher is the problem of 
class imbalanced data. Class imbalanced data is a condition 
that the number of observations in one class is much greater 
than the other class.   

The ordinary classification method can not give the right 
decision when the data is unbalanced. It is caused by one class 
had more instances so that the classification result will be bi-

ased or  generate the misclassification. The approach of deal-
ing with unbalanced data consist of two solutions.   The first 
solution is to make the distribution of data more balanced. It 
commonly known as the level of data preprocessing. The sec-
ond solution is to modify the algorithm of the ordinary classi-
fication method. It can be used without changing the data dis-
tribution. At the level of data preprocessing, we can remove 
some instances in majority class (undersampling) or add some 
instances in minority class (oversampling). The method of un-
dersampling may remove the valid instances which provide 
the important information.  Akbani et al revealed that when 
the undersampling method performed in majority class then 
the instances is no longer random [2]. Batista et al compared 
some methods of undersampling and oversampling to over-
come the unbalaced data problem [3].  In general, based on 
ROC curve, oversampling method showed the better results 
than the undersampling method.  

Synthetic Minority Over-sampling Technique  (SMOTE) is 
a popular oversampling technique and proposed by Chawla at 
2002 [6]. The basic idea of SMOTE is to generate the synthetic 
data along the line between minority instances and its nearest 
neighbours. The weakness of SMOTE is ignoring tha area 
around the synthetic instances. It causes the synthetic in-
stances may be generated around the majority instances so 
that misclassification can be occurred. One method that can 
handle that problem is  Safe-level SMOTE. This method pro-
posed by Bunkhumpornpat et al at 2009 [4]. The principle of 
circumspection can be seen in this method. The basic idea of 
Safe-level SMOTE is to generate the synthetic instances in a 
safe area. The criteria for the safe area is based on a coefficient 
called safe-level ratio.  Given these criteria, the synthetic in-
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stances were expected to be located among the minority area. 
Therefore the oversampling method works more effective and 
the result is more appropriate.      

This study examines the Safe-level SMOTE method by ap-
plying it to the various types of simulation data which built on 
the proportion of data imbalances, the number of nearest 
neighbors, and the position of minority to the majority data on 
the scatter plot diagram. Based on these simulation design, the 
new information on how well the Safe-level SMOTE method 
works is expexted to be obtained. 

2  RESEARCH METHOD 
2.1 Data 

Data used in this study were obtained by simulation proc-
esses with two variables, X1 and X2. The respon variables 
(class) consist two categories namely 1 and 2.  Class 1 is a ma-
jority class while class 2 is a minority class. The position of 
minority instances in scatter plot diagram was consisted to be 
unpartitioned (P0) and partitioned into two parts while the 
majority instances were unpartitioned . 

 
TABLE 1 

COMPARISONS OF PARTITIONED MINORITY OBSERVATION NUMBER  
Symbol Partition 1 Partition 2 

P0 m - 
P1 10 m-10 
P2 50%m 50%m 
P3 10%m 90%m 
P4 25%m 75%m 
P5 40%m 60%m 

The “m” value describe the number of minority class observations. 
 

Any minority data set, either unpartitioned or partitioned, 
will be positioned separately, intersectedly, and overlaidly to 
the majority data set.  In separated position there is a long 
enough distance between the majority and minority data. It 
was indicated by the value of μ parameter which was much 
different between the two classes. Intersected position indicate 
that theres is some observations from the both class which 
have the same  coordinate in scatter plot diagram. Therefore 
the value of μ parameter between the class is not much differ-
ent. When the position of the observations from the both class 
is overlaid then the value of μ parameter is same.  

The three types of the basic position then combinated each 
other so that there are 40 types of simulation data. The types 
of simulation data is shown in Table 2. The number of popula-
tion observations was determined by 10000 and it was gener-
ated by normal multivariate distribution. The population was 
divided based on the proportion of data imbalances, there was 
Population 1 (95%:5%), Population 2 (90%:10%), and Popula-
tion 3 (85%:15%). 

 

TABLE 2 
THE TYPES OF SIMULATION DATA 

Minority Data Position  
The number of minority class 

observation 
P0 P1 P2 P3 P4 P5 

Separated (S) √ - - - - - 
Intersected (I) √ - - - - - 
Overlaid (O) √ - - - - - 
Intersected - Intersected (I-I) - √ √ √ √ √ 
Intersected - Overlaid (I-O) - √ √ √ √ √ 
Separated - Intersected (S-I) - √ √ √ √ √ 
Separated - Overlaid (S-O) - √ √ √ √ √ 
Separated - Separated (S-S) - √ √ √ √ √ 
Intersected - Separated (I-S) - √ - √ √ √ 
Overlaid - Intersected (O-I) - √ - √ √ √ 
Overlaid - Separated (O-S) - √ - √ √ √ 

 

Symbol “-“ means simulation was not conducted.  
 
2.2 Methods of Data Analysis 
The step of analysis in this study are follows. 
Preparation of Simulation Data 
1. Generate the simulation data for population 1, 2, and 3 

based on the distribution criteria shown in Table 2.    
2. Create the scatter plot diagram for each population. It can 

be used to make sure that the generated data as expected 
before. 

3. Select sample of 10% of population data by stratified ran-
dom sampling technique that the allocation sample in 
each strata was proportional. In this study, majority and 
minority class were determined to be strata because of the 
observation characteristic differences. 

4. Create the scatter plot diagram for each sample. It can be 
used to make sure that the sample distribution was ap-
proximately identical with population distribution.  

5. Divide the sample data to be training set (80%) and test 
set (20%). 
 

Application of SMOTE Method 
1. Calculate the distance between the minority class in-

stances in training set and its nearest neighbors using 
Euclidean distance. 
 

∆(𝐱𝐱, 𝐲𝐲) = �(𝐱𝐱 − 𝐲𝐲)′(𝐱𝐱 − 𝐲𝐲) 
 

The neighbors were coming only from minority class in-
stances.   

2. Take the k nearest neighbours. In this study, the value of k 
are 5, 15, and 30.  

3. Randomly select one of k nearest neighbors (n). 
4. Calculate the difference between the minority class in-

stances in training set and its nearest neighbor chosen in  
step 3. 
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5. Multiply the difference obtained in step 4 by a random 
number between 0 and 1. 

6. Add the result of step 5 to the minority class instances in 
training set. That is the new instance. 

7. Repeat the steps above until the the number of minority 
class observations were approximately similar with the 
number of majority class observations. 
 

Application of Safe-level SMOTE Method 
1. Determine the criteria area to generate the synthetic data. 

The step are follows.  
1) Calculate the Euclidean distance between the minor-

ity class instances in training set (p) and its nearest 
neighbors.  
 

∆(𝐱𝐱, 𝐲𝐲) = �(𝐱𝐱 − 𝐲𝐲)′(𝐱𝐱 − 𝐲𝐲) 
 

The neighbors were coming from minority and major-
ity class instances.   

2) Take the k nearest neighbours. In this study, the value 
of k are 5, 15, and 30.  

3) Randomly select one of k nearest neighbors (n) that 
come from the minority class. 

4) Recalculate the distance between n and its neighbors 
with the same k using Euclidean distance. 

5) Randomly select one of k nearest neighbors (n) that 
come from the minority class. 

6) Calculate the safe-level to p dan n.  
Safe-level (p) : the number of minority class in-

stances in k nearest neighbors for 
p 

Safe-level (n) : the number of minority class in-
stances in k nearest neighbors for 
n 

7) Calculate the safe-level ratio for p and n. 
Safe-level ratio : Safe-level (p) / Safe-level (n) 

2. Generate the synthetic data based on safe-level ratio [4]. 
1) Calculate the difference between p and n. 
2) Take the range of random number based on the safe-

level ratio obtained.  
• SLR = ∞ and Safe-level (p) = Safe-level (n) = 0 

In this case p and n are noise so that there is no 
synthetic data be generated. 

• SLR = ∞ and Safe-level (p) ≠ 0 
In this case n is noise. The synthetic data will be 
generated far from n by duplicating p. 

• SLR = 1 
The synthetic data will be generated along the 
line between p and n because p is as safe as n. 

• SLR > 1 
In this case the safe-level of p is greater than safe-
level of n. The synthetic data will be generated 
closer to p at distance [0,1/SLR]. 

• SLR < 1 
In this case the safe-level of n is greater than safe-
level of p. The synthetic data will be generated 
closer to n at distance [1-SLR,1] 

3) Multiply the difference obtained in step 1 by a ran-
dom number obtained in step 2 (only for case 3 to 5). 

4) Add the result of step 3 to p. That is the new instance. 
5) Repeat the steps above until the the number of minor-

ity class observations were approximately similar 
with the number of majority class observations. 

 
Evaluation of Oversampling Method 
1. Applicate the Support Vector Machine method with the 

kernel radial basis used (gamma=0.5) to the new data. 
2. Predict the test set using classification model obtained in 

step 1. 
3. Evaluate the performance of classifier by calculating the F-

measure.  
 

F-measure = 
�1+β2� × recall × precision
β2 × recall + precision

 

 
where  

               
Precision =

TP
TP + FP 

      
Recall =

TP
TP + FN 

 
 
True Positives (TP) is the number of the positive class in-
stances which correctly classified to the positive class. 
False Positives (FP) is the number of negative class in-
stances which classified to the negative class (incorrectly 
classified). False Negatives (FN) is the number of positive 
class instances which classified to the negative class (in-
correctly classified). β indicate the relative importance be-
tween precision and recall and it was set to be 1 [5]. 

4. Compare the F-measure obtained by Safe-level SMOTE 
method and SMOTE method using paired t test. 

 
The step of analysis which include obtained the sample data 
until calculated the F-measure were conducted repeatedly 
until 100 times.   

3 RESULT AND DISCUSSION 
3.1 Illustration of Simulation Data 

Fig 1 illustrates some scatter plot diagrams of simulation 
data. The red triangle symbol describes the instances of minor-
ity class while the other one describes the instances of majority 
class. Scatter plot (a), (c), and (e) showed the simulation data 
of the unpartitioned minority class observations such as sepa-
rated, intersected, and overlaid with the number of minority 
class observation m.  

On the other side, scatter plot (b), (d), and (f) showed that 
the minority class instances were partitioned into two parts. 
Scatter plot (b) showed the separated-intersected (S-I) position 
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of minority class instances to the majority class instances. The 
type of observation number used was P1. 

    
 

 
 

 

 
 

                      (a)                      (b) 
 

 
 

 

 

       (c)                       (d) 
 

 
 

 

 
 

                      (e)                        (f) 
 
 
 
 

 

 
In separated position, the number of minority class instances 
were 10 while the remain instances (m-10) was positioned in-
tersectedly with the majority class instances. Scatter plot (d) 
showed the intersected-overlaid (I-O) position of minority 
class instances to the majority class instances with the type of 
observation number used was P2. Therefore the number of 
observation of both class was equal (50%m). The last scatter 
plot (f) showed the overlaid-separated (O-S) position of mi-
nority classs instances to the majority class instances. Type of 
observation number used was P3. In overlaid position there 
were 10%m instances of minority class and the the remain in-
stances (90%m) were positioned separatedly from the majority 
class instances. The m is the number of minority class observa-
tion. It has a various amount based on the type of population. 
In this illustrations, the type of population that used is popula-

tion 1. 
 
3.2 Evaluation of Oversampling Method 

The first step will be conducted was testing the perform-
ance of both method based on F-measure using paired t test. 
When H0 is rejected then the both method had the different 
performance. Finally the best performance method was de-
termined by the greater F-measure. Table 3 summarizes the 
results of hypothesis testing (α=5%).  

  
TABLE 3 

THE RESULTS OF  F-MEASURE TEST USING PAIRED T TEST 
 

Position Population 

Type of the partitioned minority observation number 
P0 P1 P2 P3 P4 P5 

k 

5 15 30 5 15 30 5 15 30 5 15 30 5 15 30 5 15 30 

I 
Pop 1 ● ● □                
Pop 2 ● ● ●                
Pop 3 ● ● ●                

I-I 

Pop 1    ● ● □ ● ● ● ● ● ● ● ● ● ● ● ● 

Pop 2 
   

● ● □ ● ● ● ● ● ● ● ● □ ● ● ● 

Pop 3    ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● 

I-O 

Pop 1    ● ● ● ● □ ● ● ● ● ● ● ● ● ● ● 

Pop 2    ● ● ● ● □ ▲ ● ● ● ● ● ● ● ▲ ● 

Pop 3    ● ● ● ● □ □ ● ● ● ● ● ● ● ● ● 

I-S 

Pop 1 
   

● ● ● 
   

● □ ▲ ● ● ▲ ● ● □ 

Pop 2    □ □ □    ● □ ▲ ● ● ▲ ● ● ● 

Pop 3 
   

□ □ □ 
   

● ● □ ● ● ● ● ● ● 

O 

Pop 1 ● ● ●                
Pop 2 ● ● ●                
Pop 3 ● ● ●                

O-I 

Pop 1    ● ● ●    ● ● ● ● ● ● ● ● ● 

Pop 2 
   

● ● ● 
   

● ● ● ● ● ● ● ● ● 

Pop 3    ● ● ●    ● ● ● ● ● ● ● ● ● 

O-S 

Pop 1    ● ● ●    ● ● ● □ ● ● ● □ □ 

Pop 2    □ □ □    □ ● ● □ □ ● □ □ ● 

Pop 3    □ □ □    □ □ ● □ □ □ □ □ □ 

S 

Pop 1 □ □ □ 
               

Pop 2 □ □ □                
Pop 3 □ □ □ 

               

S-I 

Pop 1    ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● 

Pop 2    ● ● □ ● ● ● ● ● ● ● ● ● ● ● □ 

Pop 3    ● ● ● ● ● ● ● ● ● ● □ ● ● ● □ 

S-O 

Pop 1    ● ● ● ● □ □ ● ● ● ● ● ● ● □ □ 

Pop 2 
   

● ● ● □ ▲ ▲ ● ● ● ● □ ● ● ▲ □ 

Pop 3    ● ● ● □ □ □ ● ● ● ● □ ● □ ▲ □ 

S-S 

Pop 1    □ ● □ □ □ ● ● ● ● □ ● ● □ □ ● 

Pop 2    ● □ □ □ □ □ □ ● ● □ □ ● □ □ □ 

Pop 3    □ □ □ □ □ □ □ □ ● □ □ □ □ □ □ 

 
 

Symbols in the table above characterized the results; □ = both method had same 
performance, ● = Safe-level SMOTE is better than SMOTE, ▲=SMOTE is better 
than Safe-level SMOTE, the grey patterns mean simulation was not conducted.      
 

In the case of unpartitioned minority class observations, 
such as intersected, Safe-level SMOTE had a better perform-
ance than SMOTE method generally. It was similar with the 
results of overlaid position. The separated position had a dif-
ferent results. In this position, there was no different perfor-
mace by the both method. It was clear that when the minority 
class instances was separated to the majority class instances 

Fig 1. Ilustrations of simulation data distribution of (a) separated, (b) 
intersected, (c) overlaid, (d) separated- intersected, (e) intersected-
overlaid, (f) overlaid-separated. 
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then the synthetic data was generated in the safe area.  
When the all partitioned minority class instances was inter-

sected to the majority class instances (I-I) there was 3 types of 
simulation data showed the results that the both method had a 
same performance. They are population 1 (P1) and population 
2 (P2 and P5). The similarity of these simulation data was that  
the value of k used, i.e. 30.  In the case that the minority class 
instances were partitioned to be intersected and overlaid (I-O) 
to the majority class instances, the obtained results were not 
much different as the (I-I) type. It showed that the Safe-level 
SMOTE method had a better performance than SMOTE in 
most of all data types, but the P2 criteria gave a contrast result 
at k=15. When the the minority class instances were pasti-
tioned to be intersected and separated to the majority class 
instances (I-S), the results of the method had a same perform-
ance were more obtained than the I-I and I-O obtained. Popu-
lation 2 and 3 showed it consistently at P1 criteria for each k.   

The minority class instances were partitioned to be overlaid 
and intersected (O-I) showed the very consistent results for all 
the criteria. All of these data types showed that the Safe-level 
SMOTE method had a better performance than SMOTE 
method. The overlaid and intersected positions were quite 
risky for the occurence of classification error so that the syn-
thetic data must be generated carefully. In the overlaid-
separated (O-S) position, the smaller amount of minority class 
instances were located overlaidly to the majority class in-
stances while the most of the others were separated. It caused 
most of the synthetic data were generated in the separated 
position so the probability of missclassification was very 
small. Therefore the Safe-level SMOTE and SMOTE method 
had a not different performance in dealing with unbalanced 
data problem for this kind of simulation data. 

In the case that the minority class instances were parti-
tioned to be separated and intersected to the majority class 
instances (S-I), Safe-level SMOTE method had a better per-
formance than SMOTE method. It was contrast with the re-
sults of the minority class instances were partitioned to be 
separated-intersected (S-I). In that case, the decision that the 
both methods were equally good was more obtained, more-
over the SMOTE method had a better performance in some 
kind of simulation data. The results obtained in the case that 
the all partitioned minority class instances was separated to 
the majority class instances (S-S) seem to be predictable. The 
Safe-level SMOTE method had a performance that was not 
different with the SMOTE method for most kind of this simu-
lation data.       

4 CONCLUSION 
Based on the results of testing the F-measure, in the some 

kind of unpartitioned minority class instances, such as inter-
sected and overlaid, Safe-level SMOTE had a better perform-
ance than SMOTE method generally. In contrast, when the 

minority class instances were separated to the majority class 
then the both method gave the same performance. 

In the case of partitioned minority class instances, when the 
the greater proportion number of minority class instances 
were positioned to be intersected or overlaid to the majority 
class instances, Safe-level SMOTE method showed a better 
performance than SMOTE method. The different results were 
obtained when the greater proportion number of minority 
class instances were positioned separatedly to the majority 
class instances.  In the S-S, O-S, and I-S criteria, the decision 
that both method had a same performance was more appear. It 
because the separated position allows the synthetic data were 
generated to be far enough from the majority class instances. 
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